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Abstract 

Image segmentation is the basis and premise of image processing, though traditional multi-threshold image segmentation 

methods are simple and effective, they suffer the problems of low accuracy and slow convergence rate. For that reason, this paper 

introduces the multi-threshold image segmentation scheme by combining the harmony search (HS) optimization algorithm and 

the maximum between-class variance (Otsu) to solve them. Firstly, to further improve the performance of the basic HS, an 

ameliorated harmony search (AHS) is put forward by modifying the generation method of the new harmony improvisation and 

introducing a convergence coefficient. Secondly, the AHS algorithm, which takes the maximum between-class variance as its 

objective function, namely AHS-Otsu, is applied to image multi-level threshold segmentation. Finally, six test images are 

selected to verify the multilevel segmentation performance of AHS-Otsu. Peak signal-to-noise ratio (PSNR) and structural 

similarity index (SSIM) are two commonly used metrics for evaluating the effectiveness of image segmentation, which are both 

used in this article. Comprehensive experimental results indicate that the AHS-Otsu does not only has fast segmentation 

processing speed, but also can obtain more accurate segmentation performance than others, which prove the effectiveness and 

potential of the AHS-Otsu algorithm in the field of image segmentation especially for the multi-threshold. 

Keywords 

Image Segmentation, Harmony Search, Otsu, Multi-threshold 

 

1. Introduction 

In this era of rapid development of artificial intelligence, 

computer vision takes an important role. As the basis and 

premise technology of computer vision, image segmentation 

is a crucial step from image processing to image analysis, and 

greatly affects the final application [1]. By segmentation, the 

image can be divided into non-overlapping areas so that the 

same region shares the similar visual features, and vice versa. 

This will facilitate the depiction, characterization, and visu-

alization of the area of interest [2, 3]. 

At present, the image segmentation techniques can be di-

vided into four categories: region-based segmentation, 

edge-based segmentation, threshold-based segmentation, and 

histogram-based segmentation [4]. Each approach has its own 

pros and cons, so it is important to choose the appropriate 

image segmentation technique in practical application. As for 

the threshold-based segmentation, this is the most widely used 

scheme due to its simplicity, high efficiency and good seg-

mentation effect. The core of threshold-based segmentation is 

to determine the threshold, since the suitable threshold can get 

more accurate image segmentation results [5]. 
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As a famous global threshold segmentation method, Otsu 

also known as maximum between-class variance, which was 

proposed in 1979 and it has been used for image binary seg-

mentation [6]. The principle is that the variance between the 

foreground and the background is the largest after the image is 

segmented by the obtained threshold. The image distribution 

uniformity can be expressed by variance, and the higher value 

of it, the more obvious the difference between background 

and foreground [7]. Though Otsu algorithm is easy to operate, 

it is only suitable for single threshold segmentation. However, 

when the between-class variance function of the image his-

togram showing multimodal, Otsu is hard to get good appli-

cation due to its exponential increase in time-consuming for 

multi-threshold segmentation [8]. 

With the purpose of speed up the image multilevel 

threshold segmentation, scholars have considered the Otsu’s 

segmentation is modeled as the optimization algorithms 

problem. In the research of Banerjee S et al., the author 

combined the Otsu and the improved ACO for mul-

ti-threshold segmentation [9] Huang C et al. proposed an 

Otsu image segmentation based on fruitily optimization 

algorithm [10]. In the research of Pare, S, et al., the tech-

nique of multilevel image thresholding using strongest 

schema learning GA optimization was presented [11]. The 

application of PSO and ABC algorithms in multi-threshold 

segmentation was studied by the research of Shu-Liang W 

et al. [12]. Modified BF algorithm was also adopted in mul-

tilevel thresholding for image segmentation in the research 

of Sathya P D et al. [13]. Though experimental results show 

that their proposed methods provided faster segmentation 

speed compared with the original Otsu, the image segmen-

tation performance was still limited. 

As a relatively new optimization algorithm, Harmony 

Search (HS) was proposed by Geem etc. in 2001. It is simple, 

efficient and gradually becoming one of the popular me-

ta-heuristic algorithms [14]. However, compared with some 

other well-known optimization methods, the accuracy and 

stability of the basic HS are relatively weak. Though many HS 

variants have been proposed during the past time, the per-

formance still needs to be improved. This article proposes an 

ameliorated harmony search, namely AHS, to further enhance 

the optimization accuracy along with the stability. On this 

foundation, an image segmentation method based on AHS is 

formed by effectively combining the ideas of AHS and Otsu, 

namely AHS-Otsu. The new approach can obtain the optimal 

multilevel segmentation threshold quickly, accurately, and 

stable, to achieve better segmentation effects. 

The structure of this paper is as follows: Section 2 describes 

the Otsu concept and the basic HS algorithm. In Section 3, the 

proposed AHS is presented. Section 4 gives a comprehensive 

comparison to prove the effectiveness of the image segmen-

tation based on AHS-Otsu. Conclusions are displayed in Sec-

tion 5. 

2. Basic Introduction of the Related 

Methods 

2.1. Review of the Otsu Concept 

Image segmentation is used to distinguish and extract 

meaningful objects. As one of important image threshold tools, 

the Otsu method based on between-class variance has simple 

principle, relatively good segmentation effect and strong 

adaptability. It employs the image histogram calculation to find 

the largest between-class variance value over the entire gray-

scale traversal, thereby determining the best threshold. 

The original Otsu is mainly used for image binary seg-

mentation. However, researches show that multi- thresh-

olding has better segmentation effects in many occasions. In 

view of the Otsu’s basic concept, the criterion of multilevel 

segmentation is to maximize the objective function with the 

selected thresholds as parameters. Here, for a given image, 

the gray level range is set to:   0,1,2, , 1L . If the image 

is considered to be divided into m regions, so (m-1) appro-

priate thresholds should be chosen to partition the solution 

space. 

Assume that the (m-1) thresholds are 1 2 1, , , mk k k  , then 

the distribution of the multiple segmentation regions obtained 

is:  0 10,1,2, ,R k ,  1 1 1 21, 2, ,R k k k   ,..., 

 1 1 11, 2, , 1m m mR k k L      . 

If the number of pixel i is in , so the amount of pixels in the 

whole image is 
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So, the optimal segmentation thresholds are obtained by 

maximizing the following equation: 

Maximize    
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2.2. The Basic HS Algorithm 

Harmony search (HS) is a music-inspired optimization al-

gorithm, which searches for the global solution based on an 

objective function. The strategy of HS is similar to that of 

musicians looking for harmonic tones based on an aural aes-

thetic criterion [15, 16]. It is simple but with efficient 

memory-based stochastic search technique. According to the 

author's statement, the entire operation of basic HS can be 

divided into five steps. 

Step 1: Parameters initialization and provide the optimiza-

tion requirement. Typically, the objective function  f x  

which needs to be maximized (or minimized), and x is a can-

didate solution consisting of N decision variables 

,i L Ux x x   , Lx and Ux  are the limiting boundaries. The 

initialization parameter settings include HMS, HMCR, PAR, 

bw and NI. All the above parameters are set manually. 

Step 2: Initialization of the harmony memory (HM). For 

HS, the initial solutions are obtained by 

 j
i L U Lx x rand x x    , in which the value of j is from 1 

to HMS and rand is a random number between 0 and 1. 

These harmony vectors are stored in HM. 

Step 3: Improvisation of a new harmony. The new harmony 

vector can be expressed as  1 2, , ,new new new new
i Nx x x x , which 

is obtained under the collaboration of parameters HMCR, PAR 

and bw. If operation meets the condition of HMCR, the new 

decision variables will be obtained based on the vectors that 

stored in HM, otherwise they are got by randomly selecting 

from the whole dataset. When operating under HMCR, if the 

value of judgement is less than PAR, the parameter bw will be 

used for the new
ix , i.e. new new

i ix x rand bw   . 

Step 4: Updating the HM. if the generated new harmony 

vector performs better than the worst harmony in HM, it will 

be stored in HM as a replacement. Otherwise, this operation 

can be skipped. 

Step 5: Determine whether the termination requirements 

are met. Step 3 and Step 4 are executed circularly until the 

termination criteria are satisfied. 

3. The Proposed Ameliorated Harmony 

Search (AHS) Algorithm 

Though the basic HS algorithm is simple operation and ef-

ficient, the accuracy of it is relatively unpleasant, and ac-

companied by the problem of insufficient stability [17]. By 

analysis of the original HS algorithm and its previous vari-

ants, proposes an ameliorated harmony search here, namely 

AHS, which can make the optimization results more accurate, 

as well as upgrade the stability and robustness. 

3.1. Improvement of the Harmony 

Improvisation 

The pitch adjustment in HS directly affects the accuracy of 

the algorithm. However, for most HS methods, pitch parameter 

owns the critical impact. But experiments show that the effects 

of pitch parameter improvement are getting weaker. In some 

optimization areas, the convergence factor plays a high impact 

on the algorithm, thus the concept of convergence coefficient is 

introduced in HS. To improve the ability of diversity search and 

avoid local optima, the HS still relies on the pitch parameter’s 

adjustment. While during the later iteration optimization, the 

proposed convergence coefficient needs to helpful in numerical 

accuracy. Based on the above analysis, the value of the conver-

gence coefficient  will be expressed as: 

2
1,

3
=

2
,

3

gn NI

rand gn NI



  
   

  


      

         (2) 

where gn  is the current generation number and NI  is the 

maximum iterations, and  0,1rand  . 

According to Eq. (2), with the iterative optimization, the 

value of the convergence coefficient changes from 1 to a 

random number. Therefore, the generation method of new 

harmony variables becomes: 

-1new new
i ix x                (3) 

Moreover, the harmony improvisation strategy is also 

modified by the inspiration of another two well-known opti-

mization algorithms, namely PSO and DE. A new pitch pa-

rameter formed by the distance difference between four ran-

domly selected harmony variables from HM, combined with 

the current global optimal variables can create the new har-

mony vector: 

 -1 1 2 3 4(1 )new new best
i i i i i i i

gn gn
x x x rand x x x x

NI NI
                             (4) 

where best
ix is the i-th variable in the current optimal vector, 1x , 2x , 3x , 4x are the different harmony vectors randomly cho-

sen from the HM. 

Therefore, by combining Eq. (2) to Eq. (4), the formula of harmony improvisation is: 
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            (5) 

As can be seen from Eq. (5), the superiority of this scheme 

is that it doesn't need to manually preset the value of the 

pitch parameter bw, so it can be adapted to any situation. 

3.2. The Working Procedure of AHS 

For the sake of improve the convergence rate and accuracy 

of the optimization algorithm, the variables of the best har-

mony will be got more consideration in the AHS. Then, the 

way of variables selection under the probability of HMCR is 

changed as: 

new best
i ix x               (6) 

where bestx  is the best performing harmony vector which 

stored in HM. 

 
Figure 1. Variation of PAR versus iteration number. 

 
Figure 2. Flowchart of the AHS optimization algorithm. 
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Besides, as mentioned above, in the early iteration stage, 

the new pitch format has the ability of search diversity. 

Therefore, the value of the parameter PAR used to control the 

probability of this operation could be relatively higher. 

However, for the later iteration stage, by reducing the value 

of PAR, more variables can be adjusted to the current optimal 

state, which will improve the optimization platform and in 

turn help to further optimization level. For AHS, the param-

eter PAR is set to an exponential mode that its value decreas-

es gradually, namely: 

exp
gn

PAR
NI

 
  

 
           (7) 

where NI is the maximum value of iterations; gn  is the 

current generation number. The numerical variation curve of 

PAR is shown in Figure 1. 

In summary, the flow chart of the entire working process of 

AHS can be seen in Figure 2. 

4. Comparison Experiments 

To test the application effects of the raised multi-threshold 

image method, namely AHS-Otsu, which combing the con-

cept of Otsu and the AHS algorithm. Six images (I1~I6) 

from the BSDS300 image segmentation test set are selected, 

and the image details are shown in Figure 3. 

   
                   I1                                    I2                                   I3 

   
                   I4                                   I5                                    I6 

Figure 3. Test image dataset. 

The peak signal-to-noise ratio (PSNR) and the structural 

similarity index (SSIM) are two popular metrics for measur-

ing image segmentation performance. 

PSNR can be represented by the difference between the 

original signal and the reconstructed signal, the larger value of 

it, the better the image segmentation effect. The computing 

formula of PSNR is: 

2
max10lg

V
PSNR

EMS

 
  

 
 

          (8) 

where maxV indicates the maximum grayscale value of the 

image; EMS imply the mean square error, that is: 

   
1 1

0 0

1
, ,

m n

i j

EMS I i j K i j
mn

 

 

          (9) 

where m and n stand for the length and width of the image, 

respectively; I means the original image and K is the seg-

mented image. 

As another indicator, SSIM represents the similarity be-

tween two images, and the numerical of it is between 0 and 1. 

The higher value of SSIM, the better the image segmentation 

effect. The calculation of SSIM is: 
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2 2 2 2

2 2x y a xy b

x y a x y b

C C
SSIM

C C

  

   

 
 

   
      (10) 

where  represents the brightness;  indicates the contrast of 

the image; Ca and Cb are two constants. 

The experiment will be divided into two parts. The first is 

used to verify the efficiency advantage of the AHS-Otsu com-

pared with the original Otsu in multilevel threshold segmenta-

tion. The second is used to prove the better performance of 

AHS-Otsu in image segmentation compared with other algo-

rithms. 

All the experiment codes are executed on MATLAB 2022a, 

and the computer configuration is: Windows 10 system, Intel 

(R) Core (TM) i7-10510U CPU @ 1.80GHz processor, 8.00G 

RAM and 1T storage. 

4.1. Verification of Image Segmentation 

Efficiency 

In this subsection, the efficiency of AHS-Otsu is compared 

with the original Otsu method. For AHS-Otsu algorithm, the 

number of iterations is set 500, and other suitable parameters 

are set as: HMS=20, HMCR=0.99, while the value of PAR is 

obtained according to Eq. (6) and is no longer pre-setting 

manually. All images are divided into “m=2, 3, 4, 5” regions 

by the two segmentation schemes respectively. 

The processing time (unit: second) and the PSNR values of 

image segmentation metric are recorded in Table 1. From 

Table 1, the PSNR values between AHS-Otsu and Otsu are the 

same, which indicate they got the same segmentation per-

formance. However, for the basic Otsu method, the segmen-

tation time increases exponentially with the threshold number, 

thus gradually losing its effectiveness. While for the image 

segmentation based on the AHS-Otsu, although the operation 

time at “m=2” is not as good as Otsu, the time consumption is 

always short as the segmentation threshold number increases. 

From this experiment, the image multi-threshold segmen-

tation performed by AHS-Otsu can obtain the actual threshold 

results in a short time, which indicates its high efficiency and 

can be regarded as a successful segmentation method. 

4.2. Comparison of Image Segmentation 

Capabilities 

For this subsection, six other well-known HS algorithms 

will be used to compare the accuracy in image segmentation 

with the proposed AHS, which include HS, IGHS, GHS, 

HHS [18], PAHS-3 [19] and IGHS [20]. All the approaches 

take the maximum between-class variance as the objective 

function, and perform image multi-threshold segmentation 

with “m=3, 4, 5”. Each method executes 500 optimization 

iterations and run 30 trials independently. 

Figure 4 present the convergence curves from the different 

algorithms on the representative multi-threshold image seg-

mentation, which include “m=2” for “I1”, “m=3” for “I2”, 

“m=4” for “I3”, “m=5” for “I4”, “m=3” for “I5”, “m=4” for 

“I6”. The values show in graphs are the average optimal re-

sults from independent experiment of each method. As can 

be seen from the graphs, the optimization curves of AHS are 

always at the highest values required. Furthermore, the AHS 

reaches the optimal values faster than other algorithms, 

which indicates its higher optimization speed and accuracy in 

image segmentation. 

Table 1. Comparison of image segmentation results using Otsu and AHS-Otsu. 

Image 

m= 2 m= 3 m= 4 m=5 

Otsu AHS-Otsu Otsu AHS-Otsu Otsu AHS-Otsu Otsu AHS-Otsu 

I1 Time (s) 0.016 0.098 0.236 0.102 6.306 0.111 672.406 0.114 

 PSNR 8.468 8.468 12.660 12.660 15.313 15.313 32.519 32.519 

I2 Time (s) 0.015 0.087 0.245 0.097 6.210 0.105 694.827 0.108 

 PSNR 8.315 8.315 16.003 16.003 18.468 18.468 34.814 34.814 

I3 Time (s) 0.014 0.095 0.239 0.114 7.188 0.117 618.147 0.117 

 PSNR 8.167 8.167 14.050 14.050 15.882 15.882 32.823 32.823 

I4 Time (s) 0.017 0.095 0.222 0.096 5.347 0.094 673.506 0.113 

 PSNR 9.836 9.836 11.531 11.531 17.928 17.928 34.034 34.034 

I5 Time (s) 0.017 0.091 0.221 0.093 5.291 0.109 642.521 0.111 

 PSNR 6.812 6.812 16.596 16.596 20.495 20.495 35.428 35.428 

I6 Time (s) 0.014 0.088 0.238 0.093 5.435 0.096 696.203 0.106 
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Image 

m= 2 m= 3 m= 4 m=5 

Otsu AHS-Otsu Otsu AHS-Otsu Otsu AHS-Otsu Otsu AHS-Otsu 

 PSNR 9.937 9.937 12.626 12.626 16.441 16.441 36.069 36.069 

   
                  (a)                                   (b)                                     (c) 

   
                 (d)                                     (e)                                    (f) 

Figure 4. Optimization convergence curves for image segmentation (a: “m=2” for “I1”, b: “m=3” for “I2”, c: “m=4” for “I3”, d: “m=5” 

for “I4”, e: “m=3” for “I5”, f: “m=4” for “I6”). 

Table 2. PSNR values of different HS algorithms in image segmentation. 

Image Region HS-Otsu IHS-Otsu GHS-Otsu HHS-Otsu PAHS-3-Otsu IGHS-Otsu AHS-Otsu 

I1 3 23.9339 23.9098 23.8775 23.9417 23.883 23.9421 23.9421 

 4 26.2078 26.2287 26.276 26.3004 26.2566 26.3058 26.3081 

 5 27.6763 27.6078 27.5073 27.719 27.3715 27.7361 27.8095 

I2 3 22.0047 22.017 21.843 21.9811 22.0047 21.9811 22.0345 

 4 26.1539 26.228 26.2588 26.2628 26.1845 26.1678 26.2666 

 5 28.0522 27.9551 27.7729 28.5355 28.1322 28.4981 28.5377 

I3 3 23.4997 23.4036 23.4738 23.5012 23.4998 23.5012 23.5012 

 4 26.0903 26.0988 26.1151 26.1217 25.8098 26.1111 26.1227 

 5 27.4931 27.6748 27.8609 28.0167 27.6853 27.9888 28.0188 

I4 3 22.9618 22.97 22.909 22.9805 22.9444 22.9673 22.9805 

 4 24.8484 24.5768 24.9138 24.5357 24.9103 24.8004 24.9316 
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Image Region HS-Otsu IHS-Otsu GHS-Otsu HHS-Otsu PAHS-3-Otsu IGHS-Otsu AHS-Otsu 

 5 26.5602 26.4402 26.6048 26.6168 26.176 26.6585 26.6747 

I5 3 23.2634 23.2668 23.2693 23.2796 23.2798 23.2798 23.2798 

 4 25.6289 25.6071 25.5851 25.666 25.6245 25.5415 25.6624 

 5 27.6564 27.5769 27.4263 27.6878 27.437 27.3267 27.7061 

I6 3 22.6691 22.6691 22.6749 22.6781 22.6727 22.6781 22.6781 

 4 24.6835 24.7637 24.7485 24.8447 24.819 24.5947 24.7562 

 5 26.7793 26.7025 26.1221 26.8527 26.5785 26.8379 26.8666 

 
Figure 5. Segmentation performance with “m=4” for each method (from left to right: HS-Otsu, IHS-Otsu, GHS-Otsu, PAHS-3-Otsu, 

IGHS-Otsu, AHS-Otsu). 

Table 3. SSIM values of different HS algorithms in image segmentation. 

Image Region HS-Otsu IHS-Otsu GHS-Otsu HHS-Otsu PAHS-3-Otsu IGHS-Otsu AHS-Otsu 

I1 3 0.6619 0.6584 0.6721 0.6565 0.6368 0.6537 0.6537 

 4 0.721 0.7405 0.7281 0.7356 0.7335 0.7317 0.7337 

 5 0.7698 0.7862 0.7461 0.7711 0.7754 0.7755 0.7872 

I2 3 0.5884 0.5861 0.5904 0.5878 0.5884 0.5878 0.5898 

 4 0.8307 0.8336 0.8268 0.8263 0.8249 0.8195 0.8289 
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Image Region HS-Otsu IHS-Otsu GHS-Otsu HHS-Otsu PAHS-3-Otsu IGHS-Otsu AHS-Otsu 

 5 0.8526 0.8571 0.8611 0.8764 0.8583 0.8749 0.8755 

I3 3 0.7125 0.704 0.7116 0.7129 0.7124 0.7129 0.7129 

 4 0.7803 0.78 0.7837 0.7796 0.7806 0.779 0.7815 

 5 0.8174 0.8103 0.8375 0.8363 0.8265 0.8385 0.8358 

I4 3 0.7457 0.7426 0.736 0.743 0.7431 0.7436 0.743 

 4 0.7649 0.7649 0.7617 0.7571 0.7647 0.7594 0.7652 

 5 0.7911 0.7833 0.7971 0.8061 0.7973 0.7922 0.7897 

I5 3 0.6367 0.6393 0.6398 0.6384 0.6385 0.6385 0.6385 

 4 0.6998 0.7078 0.7003 0.7053 0.7088 0.698 0.7023 

 5 0.7682 0.7601 0.7654 0.7713 0.76 0.7639 0.7707 

I6 3 0.7263 0.7263 0.7264 0.7264 0.726 0.7264 0.7264 

 4 0.7517 0.765 0.7666 0.759 0.7604 0.7251 0.7546 

 5 0.7913 0.7924 0.7734 0.7946 0.7916 0.7904 0.7947 

 

The PSNR and SSIM values of image multi-threshold seg-

mentation (m=3, 4, 5) obtained by different algorithms are 

recorded in Table 2 and Table 3 respectively, the best results 

are marked in bold. From the data, it can be seen that the 

AHS-Otus acquires the best outcomes in most cases. For 

IGHS-Otsu, although it can be comparable to AHS-Otsu in 

“m=3” threshold, its segmentation effect becomes worse as the 

number of thresholds increase. While for the remaining meth-

ods, they failed to get the best results in image multi-threshold 

segmentation. In addition, the effect of image segmentation 

reflected by the two metrics is basically the same. 

In order to observe the performance more intuitively, Fig-

ure 5 present the segmentation results of each algorithm on 

the test images with the condition of “m=4”. It can be seen 

that compared with other approaches, the AHS-Otsu owns 

stronger segmentation ability for image details, which are 

mainly displayed in the mountain in I1, the trees in I2, the 

grass in I3, the cloud in I4, the background in I5, and the 

person in I6. All the above descriptions are marked in the 

images. 

Based on the experimental results, compared with other 

typical HS approaches, the AHS used in image segmentation, 

namely AHS-Otus, not only has the ability of fast conver-

gence, but also can improve the convergence accuracy, 

which will be applied to the image multi-threshold segmen-

tation problem effectively. 

5. Conclusions 

To address the issues of time consumption and low accu-

racy of traditional image multi-threshold segmentation 

methods, a new multilevel thresholding strategy named 

AHD-Otus which based on an ameliorated harmony search 

(AHS) is put forward in this article. By modifying the opera-

tion of the new harmony generation, the proposed AHS can 

increase the diversity of numerical search, thus improving 

the optimization rate and accuracy. Take the maximum be-

tween-class variance as the objective function, the AHS-Otus 

method can be applied to image multi-threshold segmenta-

tion. 

To verify the effectiveness of the AHS-Otsu, six test im-

ages are selected for the comparative experiments. Firstly, 

compare the segmentation efficiency between AHS-Otsu and 

Otsu, which indicates the AHS-Otsu takes less time than 

Otsu, but can obtain the similar segment performance. Sec-

ondly, compare the AHS with several other well-known HS 

algorithms used in image segmentation, the AHS-Otus put 

forward outperforms other methods in resulting higher qual-

ity of image multi-threshold segmentation. Thus, the 

AHS-Otsu can be recognized as a potential new image mul-

tilevel segmentation algorithm. 
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